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Abstract 

This paper transfers some state-of-the-art methods of 
recommender systems for an application in the product 
development process of variant rich products in the automotive 
industry. Therefore, an introduction into the characteristics of the 
rule-based description of variant-rich products is given, followed 
by a presentation of three selected recommendation 
approaches, namely Collaborative Filtering, Association Rule 
Mining and Bayesian Networks. The presented approaches are 
then evaluated against the background of the variant-rich product 
configuration. Advantages and disadvantages of the methods in 
regard of this special use-case are highlighted and possible 
applications and limitations are discussed. In conclusion, further 
research needs for future implementation are identified. 
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1. Introduction 

This paper deals with variant management in the automotive industry. The product 

development process, in particular in the German automotive industry, is characterized by the 

challenges of the highly variant products and the resulting requirements [1-5]. In the early 

phase, assumptions, estimates and historical data from direct predecessor vehicles are used 

for planning. Historical vehicle orders can be used as a basis for forward sourcing, but do not 

provide flexibility in scenario planning of new options, and in optimizing the offering program 

and packaging for variant reduction. To make this possible, an analysis of historical data for 

trends and frequently jointly sold equipment is being sought. In this context, historical data 

refers to existing vehicle orders since the start of production. Due to the many configuration 

options, almost every vehicle is unique. However, the individual features can be handled as 

an item list for the examination. 

Therefore, the approach of recommendation systems is investigated, and different methods 

are examined with the objective of using knowledge about customer behavior for the planning 

and development process in the automotive industry. 

This paper starts by explaining the challenges with using recommender systems for highly 

variant products followed by three derived research objectives and one research question. 

Moreover, three state-of-the-art methods are selected and the methodology is presented. 

Subsequently, the general approach of recommender systems is introduced. Hereafter, the 

use case of a rule-based variance scheme for encryption of the diversity of variants in 

automotive manufacturing is explained in detail followed by a description of the selected 

approaches and an evaluation to which degree the respective approach can be exploited for 

the use case in the automotive industry. In a conclusion, future research needs and limitations 

are identified as well as which methods can be used best for which field of application. 

2. Research Problem & Question 

In saturated markets, offering customer-oriented products and services creates a unique 

selling proposition and competitive advantage. With this mass customization approach, the 

German automotive industry, especially the premium segment, represents an exceptional role 

model for variant management and will serve as the environment for consideration in this 

paper. As a result, manufacturers are faced with the problem of controlling and managing the 

enormous number of variants, while customers face the problem of navigating through the 

complex configuration process, in order to obtain the vehicle with the desired options 

considering given restrictions. For this reason, there is a need to support the process at several 

stages. First of all, the offer on the manufacturer's side must be optimized. Furthermore, the 

variant-related restrictions must already be taken into account during the planning phase. 

Finally, the offered product range has to be presented to the customer in an appropriate and 

prepared form. 

Three research objectives can be derived to help supporting this process: First, utilizing the 

implicit knowledge from historical data to package feature-values and optimize the 

manufacturer's offering program. Second, considering dependencies extracted from existing 

projects for planning and forward sourcing of follow-up projects. Third, making 

recommendations in the original sense during the configuration process at the customer site 

(‘customers who bought this feature also bought...’). 

Considering the research objectives, this leads to the following research question, among 

others: 

▪ To what extend can existing concepts of recommender systems be applied to the 

constraint-based variant description in the German automotive industry and what are 

their respective advantages and disadvantages regarding this use case? 
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3. Methods & Use Case 

To answer the research question, the general approach of recommendation systems is 

investigated, and different methods are examined with the objective of using knowledge about 

customer behavior for the planning and development process in the automotive industry. 

In order to achieve this, it is first examined which methods are successfully used in the field 

of recommender systems and the typically available User/Item relations, which they need to 

work properly. Starting point of this research are the much-cited papers by Agrawal et al. [6] 

and Sarwar et al. [7], which consider the use of Collaborative Filtering and Association Rule 

Mining to recommend items from User/Item relations. Furthermore, Bayesian Networks are 

proposed to perform the model building process [7]. For this reason, this paper deals with 

these three methods. Other methods such as neural network approaches are not covered in 

this paper, since they suffer explainability, which is crucial for the application in the 

development process. In addition, the currently used product description in the German 

automotive industry is presented as an example of a rule-based variant description and 

examined for its particularities such as the User/Feature-Value relations. 

Subsequently this paper aims to transfer these state-of-the-art methods of recommender 

systems for an application in the product development process of variant rich products in the 

automotive industry. Therefore, the translation of the User/Feature-Value relations into a 

machine-readable form is described, followed by an analysis of requirements of the automotive 

industry towards a customer-behavior-analysis on the opposite side. 

The presented approaches are then evaluated against the background of the variant-rich 

product configuration and are to be applied according to their advantages and disadvantages 

to help solving their respective research objective. By answering the research question, a 

knowledge transfer from existing methods to a product development use case is achieved and 

planned for usage in sales to the customer. 

4. Related Work & Preliminaries 

4.1. Recommender Systems 

Since the mid-1990s, recommender systems (RSs) as a subfield of data mining have been 

a discipline of Knowledge Discovery in Databases [8, 9]. The goal of RSs is to provide item 

recommendation to users, which will match their interests and preferences. There are several 

approaches to achieving this aim. A systematic overview is given in Adomavicius, Tuzhilin and 

others [8, 10, 11]. 

The distinction of recommendation approaches is made in four categories: Collaborative-

based, content-based, knowledge/constraint-based and hybrids [11, 12]. The approaches are 

classified primarily according to the data used to calculate the recommendations. 

The idea behind Collaborative Filtering (CF) is to give item recommendations to users 

based on their previous choices and choices of other like-minded users [7]. Therefore,  

CF methods use the purchase data or preference data of many users (collaborating). CF 

approaches can again be divided into the two classes memory-based and model-based [7]. 

The memory-based approach uses the statistical nearest neighbor method. The approach 

is simple but has one major drawback. For a new recommendation, the whole database has 

to be evaluated and therefore loaded in system memory [13]. Hence, it suffers scalability. 

The model-based approach, on the other hand, calculates a probabilistic model, which can 

be build using machine learning algorithms such as Bayesian Networks, clustering, and  

rule-based approaches [7]. Recommendations are then calculated by using reference 

mechanism into the model [13]. As such, model-based approaches have the advantage that 

they are less computationally intensive, and recommendations can be calculated at runtime. 

Content-based approaches use historical data of the target user as well as attributes of the 

considered items. Since the available data in the presented use case doesn’t fit these 
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requirements (customers do not buy new cars on a frequent basis and often own only one car 

at a time [14]), these approaches are not explored further in the following. 

The distinction between knowledge-based approaches and content-based approaches is 

not always explicit [15]. For this paper, the definition from Burke is used, who describes the 

capability of knowledge-based approaches to use additional domain knowledge and therefore 

model more complex relationships such as constraints between feature-values [15]. For the 

automotive sector, these approaches are important due to the Boolean constraint formulation 

described in the following section. To make use of the respective advantages of these systems, 

hybrid methods of for example collaborative and content-based methods are being 

investigated by Burke [15] or de Campos et al. [16] and others. 

4.2. Automobile Industry 

The automobile is defined by its features, where the feature-values are chosen by a 

customer. For a simple example of a product with 50 different features to choose from and the 

simplifying assumption of three feature-values (e.g., ‘1,4l TDI’, ‘2.0l TDI’, ‘3.0l TDI’) per feature 

(e.g., ‘Engine’), this leads to a total of 350 ≈ 7,18 ∗ 1023 unique variants. In reality, the number 

of actually occurring variants can be even larger (at Daimler: ≈ 1027 [3]). If 

|𝑒𝑛𝑑 𝑝𝑟𝑜𝑑𝑢𝑐𝑡 𝑣𝑎𝑟𝑖𝑎𝑛𝑡𝑠| ≫ |𝑝𝑎𝑟𝑡 𝑣𝑎𝑟𝑖𝑎𝑛𝑡𝑠|, the end-product is called multi-variant, which 

therefore applies especially to the European automotive manufacturers. Additionally, the 

complete variance space is restricted by a set of rules which specifically exclude or prescribe 

individual combinations of feature-values. The reasons for the various constraints can be of a 

technical, legal or sales nature. In the literature, this problem is known as a Constraint 

Satisfaction Problem [17]. For a further understanding of the product encryption and 

development implications see Herlyn, Stich, Zagel, Holtze and Frischen et al. [1-5]. For a 

further study into the challenges of product personalization based on modular product families 

see Kuhl et al. [18]. 

For the analysis of customer behavior and investigation of the selected recommendation 

methods, valid historical vehicle orders are available. In addition, first approaches already exist 

to generate a set of vehicle orders synthetically by using algorithms. These synthetic "item 

sets" fulfill the satisfiability against the constraints [19]. In the following, 𝑚 vehicle orders are 

assigned to 𝑈𝑖 users. The vehicle orders consist of a discrete set of 𝑛 feature-values 𝐹𝑗 that 

can be chosen from a set of feature-values 𝑀. 𝑀 contains all feature-values 𝐹𝐴, … , 𝐹𝑛  as 

elements.  To be able to analyze them in the context of RSs, they can be encrypted in a  

User-Feature-Value matrix stored in a binary Allocation Matrix 𝐴𝑀(𝑈𝑖 , 𝐹𝑗), where (1) states a 

selected feature-value and (0) an unselected feature-value. Within a feature, the  

feature-values are in the “Exclusive-Or” (XOR), which extends the set of rules presented so 

far. The associated Boolean constraints are formulated in the Conjunctive Normal Form (CNF) 

and shown in Figure 1. The entire set of rules in this case is given as a minimal logical 

expression in one term. 

  
Figure 1: Historical Allocation Matrix 𝐴𝑀(𝑈𝑖 , 𝐹𝑗) and associated Boolean constraints 

             

 1 1 0 1 0 1  0

  1 0 1 1 0  1

 3 1 1 0 1 0  0

  1 1 0 1 0  1
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5. Results & Discussion 

Collaborative filtering methods use a User-Item matrix as the input for the calculation, where 

rows represent users and columns represent items. An entry in the matrix links a user to an 

item. For the use case in the automotive industry, the usage of the User-Feature-Value matrix 

is proposed instead, described in the section above. A User-Item matrix could not be evaluated 

appropriately because customers usually only buy one vehicle and use it for multiples of the 

time as most products of everyday use. Furthermore, in the context of variant configuration, 

the relationships between the feature-values and the users (customers) are of importance. 

In the following, the three selected methods of RSs and their possible application 

considering the research objectives are described. 

5.1. Collaborative Filtering 

CF approaches can be divided by their procedures into the two categories user-based 

filtering und item-based filtering. The main idea of user-based filtering is to first calculate a user 

group with users from the database, which showed similar preferences as the target user. 

Subsequently, it is determined what users of this user group rated high or bought in order to 

predict what else the target customer might like. In contrast, item-based filtering looks for 

relationships between items by calculating an Item-Item matrix. Thereafter recommendations 

are given to a target user by searching the matrix for items closely related to those the target 

user bought or was interested in in the past. To calculate the similarity between users and 

between items respectively, distance metrics like cosine similarity or Pearson correlation 

coefficients can be used. 

The proximity measure cosine similarity calculates the cosine of the angle between two 

vectors. In the case of user-based filtering the two vectors represent two customers 𝑎 and 𝑏 in 

the 𝑛-dimension item space, see Formula 1 [7]. 

 

Cosine Similarity:  𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 (𝑎, 𝑏) = cos(�⃗�, �⃗⃗�) =
�⃗⃗� ∙ �⃗⃗�

‖�⃗⃗�‖2 ∗ ‖�⃗⃗�‖2
   (1) 

 

In the case of item-based filtering the same proximity measure can be used, with the 

difference that the two vectors represent two items in the 𝑚-dimensional user space. To 

consider the difference in the rating scales of users some adjustments can be made, described 

by Sarwar et al. [7]. The proximity measure Pearson correlation for two customers 𝑎 and 𝑏 can 

be calculated based on their respective ratings 𝑟𝑎𝑖 and 𝑟𝑏𝑖 for item 𝑖 in Formula 2 as follows: 

 

Pearson Correlation: 𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 (𝑎, 𝑏) =
∑ (𝑟𝑎𝑖−𝑟𝑎)∗(𝑟𝑏𝑖−𝑟𝑏)
𝑛
𝑖=1

√∑ (𝑟𝑎𝑖−𝑟𝑎)
2∗𝑛

𝑖=1 ∑ (𝑟𝑏𝑖−𝑟𝑏)
2𝑛

𝑖=1

  (2) 

 

Differences in the ordinal scaled rating scale of different users are taken into account by 

subtracting the user average ratings 𝑟�̅� and 𝑟�̅� from the respective user ratings. The Pearson 

correlation can be used for item-based filtering respectively with item-ratings [7]. 

In the application within e-commerce, the user-based filtering approach has its limits [7]. 

The process of neighborhood formation is a performance bottleneck if recommendations are 

sought in real-time. Item-based filtering has the major advantage that the similarity calculation 

between items can be calculated beforehand, given the preliminary that the set of items is 

more stable than the set of users. Furthermore, they can be stored in a reduced manner 

considering only the 𝑘-most similar items to each item, as only a subset of the similar items is 

relevant for the recommendation calculation [7]. 

The general approach of CF is applicable to the automotive industry, but it suffers some 

major downsides. The database in the automotive industry is systematically smaller than for 
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everyday products because, first, they are purchased less frequently and usually only one 

product is owned at a time [14]. Since the Item-Feature-Value matrix is nominal scaled and 

comes down to a simple counting of common feature-values (Hamming metric) due to its binary 

notation, it is not suitable for a comprehensive description of a customer in this case. User 

rating data is not available for this study and generally hard to obtain. In automotive 

manufacturing, CF has so far only been applied in peripheral areas such as ergonomic design 

based on image-based CF [20]. The general approach is not designed to satisfy additional 

constraints applied to the set of items. In the presented use case, this will result in vehicle 

orders which are not feasible and therefore not applicable for planning. An often-mentioned 

general problem of RS is the “Cold Start” problem [16]. The Cold Start or New item/new 

customer problem refers to missing data on a new and not yet evaluated item or user [8]. Since 

the proposed approach relies on the use of historical data and not only feature-values but also 

constraints change over time, these approaches face the Cold Start problem in the form of new 

feature-values and new constraints if applied within the development process. While CF 

approaches offer limited possibilities for planning, they can be used to make recommendations 

to customers during the configuration process based on the calculated similarity to other 

customers who configurated a similar car. As a particularity, it should be remembered that the 

recommended configuration needs to continue to satisfy the given constraints. 

5.2. Association Rule Mining 

Association Rule Mining (ARM) is a data mining technique aiming to find association rules 

as 𝑋 → 𝑌;  𝑋, 𝑌 ⊆ 𝑀;  𝑋 ∩ 𝑌 = ∅ which state that if set 𝑋 is chosen, then set 𝑌 has to be chosen 

as well and both 𝑋 and 𝑌 are subsets of 𝑀. A common model for the mining process is the 

support-confidence framework established by Agrawal et al. [6]. In this model, the two quality 

measures support and confidence are calculated, where support refers to frequencies of 

occurring patterns (see Formula 3) and confidence to the strength of the implication  

(see Formula 4) [6, 21, 22]. 

 

Support:  𝑠𝑢𝑝𝑝 (𝑋 → 𝑌) =
number of transactions X ∪ Y

number of transactions
= 𝑆𝑢𝑝𝑝𝑜𝑟𝑡 (𝑋 ∪  𝑌) (3) 

 

 

Confidence: 𝑐𝑜𝑛𝑓 (𝑋 → 𝑌) =
number of transactions X ∪ Y

number of transactions X
=

𝑆𝑢𝑝𝑝𝑜𝑟𝑡 (𝑋 → 𝑌)

𝑆𝑢𝑝𝑝𝑜𝑟𝑡 (𝑋)
  (4) 

 

 

Minimum values for support and confidence have to be set manually defining when to 

consider an association rule (user-specified threshold). To tackle the task of calculating 

frequent item sets the Apriori algorithm is the most famous one. For an overview of existing 

algorithms for ARM see [23, 24]. Considering the described use case, many of the found 

association rules will represent existing constraints and their transitive relations. A method for 

mining association rules containing attributes to satisfy one or multiple given Boolean 

constraints is described in [25] as “Constraint-based Rule Mining”. 

 

There are multiple advantages in using ARM within the planning process. The 

recommendations are interpretable and make explanation possible to name the first. 

Furthermore, association rules that are found can be modelled in the same way as the 

constraints that exist because of technical, legal or sales restrictions described in the 

preliminaries. As such, they can be used directly for modelling purposes without any adaption.  

For the given use case and the specified historical User-Feature-Value matrix  

(see 𝐴𝑙𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 𝑀𝑎𝑡𝑟𝑖𝑥 𝐴𝑀, Figure 1) support and confidence for an exemplary association  

𝐹𝐴 → 𝐹𝐵 can be calculated in Formula 5 and 6 as follows: 
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 𝑠𝑢𝑝𝑝 (𝐹𝐴 → 𝐹𝐵) =
∑ 𝑥𝑖 
𝑚
𝑖=1

𝑚
   𝑤𝑖𝑡ℎ 𝑥𝑖 = {

1,         𝐴𝑀(𝑈𝑖 , 𝐹𝐴) = 1 𝑎𝑛𝑑 𝐴𝑀(𝑈𝑖 , 𝐹𝐵) = 1
0,         𝑒𝑙𝑠𝑒

 (5) 

 

 𝑐𝑜𝑛𝑓 (𝐹𝐴 → 𝐹𝐵) =
∑ 𝑥𝑖 
𝑚
𝑖=1

∑ 𝑦𝑖
𝑚
𝑖=1

   𝑤𝑖𝑡ℎ 𝑥𝑖 = {
1,         𝐴𝑀(𝑈𝑖 , 𝐹𝐴) = 1 𝑎𝑛𝑑 𝐴𝑀(𝑈𝑖 , 𝐹𝐵) = 1
0,         𝑒𝑙𝑠𝑒

 (6) 

          𝑎𝑛𝑑 𝑦𝑖 = {
1, 𝐴𝑀(𝑈𝑖 , 𝐹𝐴) = 1
0, 𝑒𝑙𝑠𝑒

 

 

After the association rules are mined against a user-specified threshold, they need to be 

checked whether they satisfy and are not transitive relations of the given Boolean constraints. 

In this way, associations of subsets of feature-values, for example 𝑋1 → 𝑌1 with 𝑋1 = {𝐹𝐴, 𝐹𝐵} 

and 𝑌1 = {𝐹𝐶 , … , 𝐹𝑛} can be explored and discovered as well. Using this combination of  

feature-values to subsets, possible candidates of packaging can be investigated and 

recommended to a product manager in the early phase of the development process. 

5.3. Bayesian Networks 

A Bayesian Network (BN) is a directed acyclic graph, in which each variable is represented 

by a node and each conditional probability is represented as a directed edge [26]. The 

conditional probability to each variable is given under the condition of the occurrence of its 

parents [26]. Two variables 𝐴 and 𝐵 are called conditionally independent if  

𝑃(𝐴, 𝐵|𝐶) = 𝑃(𝐴|𝐶) ∗ 𝑃(𝐵|𝐶) [13]. For the generation of a BN, it is necessary to have the 

structure of the network itself, which is derived from the causality of the use case, and the 

corresponding Conditional Probability Table (CPT) [26]. To represent the probability table in 

recommendation approaches, BNs use a decision tree structure to indicate the dependencies 

in a graphical and compact notation [28]. 

Revankar and Haribhakta categorize BN-Model alongside cluster models as model-based 

collaborating filtering approach [29]. Model-based BN approaches base their recommendation 

not only on item attributes (such as gender, age, salary), but also on contextual knowledge 

and domain knowledge [11]. Typically, the structure of the BN is created by the experience of 

an expert. Since the structure of the BN is generated from the available constraints in the 

presented use case, it is considered a constraint-based/knowledge-based approach. 

According to the available Boolean constraints, dependencies are mapped and provided with 

conditional probabilities derived from the historical vehicle orders. The following Figure 2 

shows a simplified Binary Decision Diagram (BDD) representing the rule-based dependencies 

and the corresponding CPT for 𝐹𝐷 and 𝐹𝐸 calculated with the available historic data 𝐴𝑀 and 

the given Boolean constraints (see Figure 1). 

  
Figure 2: BDD and corresponding CPT for given Boolean constraints 
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One major advantage of BNs is that the used constraints can be directly considered in the 

model and this approach provides explainable and interpretable results with probability of 

occurrence at the same time. Since the probability of occurrence is formulated as a conditional 

probability, the calculation is very similar to the approach of calculating support and confidence 

in ARM (see above Formula 3 and 4) and offers a promising approach for improving the results 

in the generation of synthetic data for planning [19]. 

An existing problem is the new item problem for a new feature-value for which there is no 

historical data. In addition, the huge amount of data necessary to calculate a stable CPT is 

directly dependent on the depth of the BN itself. After each decision for a feature-value, only 

historical data with this feature-value will continue to be used. Another issue is the effect of the 

order of decisions on which all further decisions are conditionally dependent. In particular, the 

choice of the first nodes has an immense impact on the structure of the BN and can be chosen 

differently with the available constraints. Thus, the approach is partially applicable for the 

consideration of dependencies extracted from existing projects and can support the forward 

sourcing of follow up projects. Up to a limited depth of the BN, the approach can be used with 

BDD and must then be combined with other methods for finding solutions in order to obtain 

usable results. One example of such an additional method is described in Demke et al. [19]. 

6. Conclusion & Future Research 

On the one hand, analysis of the studied literature points out that the selected methods of 

RS have already been described and studied sufficiently and in depth. On the other hand, a 

lack of application of the presented methods for the transfer of knowledge to the use case of 

the automotive industry was determined. To the best of our knowledge, previous research of 

RSs in automotive industry has only referred to e. g. the use of "software multi-agent 

systems" [12] or was limited to identifying target customers based on combining user-attribute 

and item-attribute matrix and applying an ARM and CF approach [14]. Since the use case has 

special requirements due to the underlying variance scheme and the explicitly required 

explainability of the results for planning processes, the identified advantages and 

disadvantages of the considered approaches to the use case as well as the proposed 

application to solve the formulated research objectives are listed in the following Table 1 below: 

Table 1: Comparison of the considered approaches regarding the specified use case 

Method Advantages Disadvantages Proposed Application 

Memory-based 
Collaborative 
Filtering (CF) 

Generally applicable because of low 
sparsity in item/feature-lists 

Works without explicit knowledge of 
given constraints 

Bad scalability 

No possibility to include 
constraints 

Low explainability 

Focus on target-user 

Cold Start problem 
(especially new user) 

Making 
recommendations 
during the configuration 
process 

Model-based 
Association 
Rule Mining 
(ARM) 

High interpretability of the results 

Same representation as existing 
constraints 

Additional constraint check possible 
(constraint-based-rule-mining) 

Long runtime for dynamic 
models 

User-specified threshold 

Cold Start problem (new 
items and constraints) 

Deriving new 
constraints 

Packaging and 
optimizing offering 
program 

Model-based/ 
Knowledge/ 
Constraints-
based 
Bayesian 
Networks (BN) 

Works with the constraints model 
description 

High explainable and interpretable 
decisions because of BDD 

Independent of knowledge engineer 
(Expert) 

Amount of data necessary 
to calculate a stable CPT 

Dependent on sequence of 
decisions 

Cold Start problem (new 
items and constraints) 

Extract dependencies 
for creating synthetic 
vehicle orders for 
forward sourcing 
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In conclusion, the application of the presented methods for the described use-case is 

feasible and desirable. CF is generally suitable for recommendations to users based on  

User-Item matrixes, feature-value lists and user ratings. The results are poorly explainable and 

do not work with additional constraints. Since the ordinally scaled customer ratings are hard to 

obtain, the approach is only of limited use for the application of recommendations in the 

configuration process working with the available customer data. ARM can be applied for finding 

new explainable constraints to include in the offering program with the goal to reduce the 

variance. The results must be checked afterwards whether they are not transitive relations of 

the given constraints and if they still satisfy them. The approach is promising to support the 

product development in the early phase with data-driven recommendations and to use 

customer associations from the past to make the product portfolio of the future more 

competitive. BNs are suitable to represent and simulate customer configuration processes and 

provide explainable analysis. They offer the possibility to find and visualize dependencies and 

model customer behavior based on conditional probabilites given previous choices. At the 

same time, this approach is the most demanding in terms of required data. 

All three investigated methods suffer the Cold Start problem in different forms. This specially 

refers to changes in feature-values and constraints over time, which challenges the analysis 

beyond the Cold Start in the original sense. Therefore, all the investigated approaches are 

under the limitation of the variability of the variance scheme over time, which will be part of 

future research in the domain of planning based on probabilistic models. 
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